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Monetary Transmission in Three Central European
Economies: Evidence from Time-Varying

Coefficient Vector Autoregressions

Zsolt Darvas

Abstract

This paper studies the transmission of monetary policy to macroeconomic variables
in three new EU Member States in comparison with that in the euro area with
structural time-varying coefficient vector autoregressions. In line with the Lucas
Critique reduced-form models like standard VARs are not invariant to changes in
policy regimes. The countries we study have experienced changes in monetary policy
regimes and went through substantial structural changes, which call for the use of a
time-varying parameter analysis. Our results indicate that in the euro area the impact
on output of a monetary shock have decreased in time while in the new member
states of the EU both decreases and increases can be observed. At the last observation
of our sample, the second quarter of 2008, monetary policy was the most powerful in
Poland and comparable in strength to that in the euro area, the least powerful
responses were observed in Hungary while the Czech Republic lied in between.
We explain these results by the credibility of monetary policy, openness and the share

of foreign currency loans.
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Monetaris transzmisszio harom kozép-euroépai
orszagban: becslés idoben valtozo paraméteri

vektor autoregresszio segitségével

Darvas Zsolt

Osszefoglal6

A tanulmany a monetaris politika transzmissziés mechanizmusat vizsgalja a f6
makrogazdasagi valtozokra Csehorszagban, Magyarorszagon és Lengyelorszagban az
eurdovezettel 6sszevetésben, idében valtozod paraméterti vektor autoregresszio (VAR)
segitségével. A Lucas-kritika alapjan a redukalt formaju modellek, mint példaul a
szokasos VAR-modellek, nem invaridnsak a gazdasagpolitikai valtozasokra. A vizsgalt
orszagokban a monetaris politika keretrendszere valtozott a rendelkezésre &llo
mintaperiddusban, valamint szdmottevé strukturalis valtozasok is torténtek, amelyek
sziikségessé teszik az id6ben valtozd paraméterti modellezést. Eredményeink azt
jelzik, hogy az eurbovezetben a monetaris politika realgazdasagi hatdsa mérsékl6dott
az elmault években, mig a harom vizsgalt Gj EU-tagorszagban mérsékl6dés és er6sodés
is megfigyelhet6. A mintaperiodusunk utols6 id6pontjanal, 2008 masodik
negyedévénél a monetaris politika hatasa Lengyelorszagban olyan er6s volt, mint az
eurd ovezetben, Magyarorszagon joval gyengébb volt, Csehorszagban pedig a hatas
erdssége ezen két orszag értékei kozott helyezkedett el. Eredményeinket a monetaris
politika hitelességével, a gazdasag nyitottsagaval és a devizahitelek aranyaval

magyarazzuk.

Targyszavak: monetaris transzmisszid, idében valtoz6 paraméterti vektor

autoregresszi6, Kalman-sziird

JEL: C32, E50



1. INTRODUCTION

The monetary transmission mechanism shows the effects of monetary policy on key
macroeconomic and financial variables. Analysis of the monetary transmission mechanism
has a central role in macroeconomic policy research and is crucial for the conduct of
monetary policy. A good understanding of the transmission mechanism is especially
important for the implementation of inflation targeting, because without that the inflation
can not be targeted well and as the transmission mechanism changes, the reaction function of
monetary policy should also change even if the preferences of the central bank are

unchanged.

The transmission mechanism of monetary policy also has implications for euro adoption
and proper functioning within a monetary union. The relevance of the monetary
transmission mechanism from the perspective of euro adoption is that when the effects of
domestic monetary policy on inflation and output are large and very different from the effects
observed in the euro area, then the cost of loosing monetary policy independence might be
significant. In the opposite case, the loss is less important. On the other hand, similarity of
the transmission mechanism across member states of a currency area is important. Ideally,
monetary policy should have the same effect on all member states, causing them to share the
burden of adjustment after a monetary contraction or the advantages of a monetary easing
equally. Analysis of the transmission mechanism for countries currently outside the
monetary union can give insights into euro adoption considerations but has less relevance for
the question on proper functioning inside a monetary union, because the transmission

mechanism may change after the entry into the monetary union.

The Monetary Transmission Network of the European System of Central Banks (ESCB)
analyzed in detail the transmission mechanism in the current euro area member countries
(Angeloni et al., 2003). A large amount of research has also been conducted for the New
Member States (NMS) of the EU; see Egert and MacDonald (2008) for an extensive survey.
However, studying the NMS with standard techniques raises an elementary problem that is
related to time varying parameters. First, both common sense and the Lucas Critique suggest
that changes in monetary regimes are likely to affect the transmission of monetary policy.:
For example, a shift from exchange rate targeting to inflation targeting may weaken exchange

rate pass-through, because an exchange rate change can be regarded as permanent in the

t Furthermore, most previous studies adopted reduced-form and linear models for the analysis. For example, the vector
autoregression (VAR) methodology is perhaps the most common econometric tool for the study of the transmission
mechanism (see Christiano, Eichenbaum and Evans, 1999) that is typically used to study the transmission to key

macroeconomic variables. The parameters of reduced-form models are not invariant to policy changes.



former but not in the later regime. During the last decade a number of NMS, like the Czech
Republic, Hungary and Poland, made their exchange rate regimes more flexible and changed
the way of conducting monetary policy, reaching an inflation targeting framework at the end.
Regime changes call into question the usefulness of studying the available sample period of
these countries with fixed parameter models. Only a few years have passed since the last
change in regime and the period since the last change does not provide a sufficient number of

observations for estimation.z

Second, these countries have undergone substantial structural changes since their
transition from the socialist economic system in the early nineties and these changes might
have effected the parameters of response function of monetary policy even if the regime was

unchanged.

Third, the parameters of linear models (which are typically used) can change even if the
underlying structural model has constant parameters, provided that the underlying structural
model is nonlinear. In a recent paper Granger (2008) also advocated the use of time-varying

parameter techniques.

Despite the above-mentioned drawbacks, to our knowledge this paper is the first to adopt
time-varying coefficient (TVC) techniques for studying the transmission mechanism of some
NMS.s Still, possible time variation in the transmission mechanism or time variation in the
variance of shocks hitting the economy is certainly not only an NMS issue. There is a heavy
debate about the monetary policy of the U.S.A.; see, for instance, Canova and Gambetti
(2006), Cogley and Sargent (2005), Sims and Zha (2006) and references therein. Canova and
Gambetti (2006) question whether U.S. inflation is the result of “bad luck or bad policy,” that
is, whether the bad inflation outcome of the early 1980s and the good inflation outcome since
the late 1980s are due to “luck” (the decline in the variance of the shocks) or to “policy”
(changes in the way monetary policy is conducted). They found more evidence in favour of
the bad luck hypothesis, while Cogley and Sargent (2005) support the bad policy view.
The empirical results of Primiceri (2005) are also more supportive for the bad luck view since
he found that the role played by exogenous non-policy shocks seemed more important than
interest rate policy in explaining the high inflation and unemployment episodes in recent

U.S. economic history. Regarding monetary policy, he found that responses of the interest

2 Moreover, even since the last major regime change some less pronounced although important changes may have taken place,
for example the exchange rate band devaluation of the Hungarian forint in 2003. These minor or sub-regime changes further

complicate the selection of sample periods of stable monetary policy regimes and hence constant parameters.

3 The survey presented in Egert and MacDonald (2008) identifies this paper as the only one adopting time-varying coefficient
methods for the study of the monetary transmission mechanism in the NMS, in addition to a related paper of Darvas (2001),

which studied the exchange rate pass-through using a TVC error-correction model.



rate to inflation and unemployment exhibited a trend toward a more aggressive behaviour,

but this has had a negligible effect on the rest of the economy.

For some old EU countries, Ciccarelli and Rebucci (2006) used a TVC technique to study
changes in the monetary transmission mechanism in the period of 1981-1998. They found
that the long-run impact on output of a common monetary policy shock has decreased after
1991 in all countries studied. Using a more recent sample period, 1980-2007, Boivin,
Giannoni and Mojon (2008) found that the creation of the euro has contributed to an overall
reduction in the effects of monetary shocks, but also to a greater homogeneity of the
transmission mechanism across countries. Using a structural open-economy model they
argue that these findings can be attributed to the combination of a change in the policy
reaction function (mainly towards more aggressive response to inflation and output) and the

elimination of an exchange rate risk.

In this paper we study the transmission mechanism on macroeconomic variables in three
NMS, namely the Czech Republic, Hungary and Poland. We also study the transmission
mechanism of the euro area to compare the transmission mechanism in the three NMS with
that of the euro area as a whole. The method we use is time-varying coefficient vector
autoregression (TVC-VAR). Our results indicate that monetary transmission changed in the
three countries, as it did in the euro area. In particular, the response of output to a monetary
policy shock has declined in the euro area, which finding is in line with Ciccarelli and Rebucci
(2006) and Boivin, Giannoni and Mojon (2008). Monetary policy became more effective in
time in Hungary and Poland, while the time profile of the change is not monotonous in the
Czech Republic. At the last observation of our sample, the second quarter of 2008, we find
that among these three countries monetary policy is the most powerful in Poland and
comparable in strength (though with a different time profile) to that of the euro area and is
the least powerful in Hungary, while the Czech Republic is in between. We explain these
differences with the accumulated credibility of monetary policy in the three countries,
openness and the share of foreign currency loans.

The rest of the paper is organized as follows. Section 2 briefly describes monetary regimes
in the three NMS. Section 3 surveys the TVC-VARs used in the literature and describes the
model we use. Section 4 details the data. The results of our TVC-VAR analysis are presented

in section 5. Section 6 discusses the results and finally Section 7 presents a brief summary.



2. MONETARY REGIMES IN THE NMS

Figures 1, 2 and 3 show nominal exchange rate developments in the Czech Republic, Hungary
and Poland, respectively. The Czech Republic had a narrow exchange rate band regime before
1996,4 when the band was widened to +7.5%. Not much later, in May 1997, the band was
swept away by a speculative attack, and the koruna was floated with occasional central bank

interventions and inflation targeting was introduced in January 1998.

In Hungary, a pre-announced crawling band regime was introduced in March 1995 after a
long period with an adjustable peg. The adopted band was narrow at +2.25%. However, as
Figure 2 shows, the market rate eventually evolved like in a crawling peg, since it was almost
continuously at the strong edge of the band (with the exception of the period of the Russian
and Brazilian crises in late 1998 and early 1999). The band was widened substantially in May
2001 to +15% and inflation targeting was introduced. However, at this time the exchange rate
band and its crawling devaluation were kept. The rate of crawl was reduced to zero in October
2001. Following a strong appreciation pressure in early 2003, in June 2003 the band was
unexpectedly devalued by 2%. In February 2008 the band was abandoned and free floating

was introduced.

The Polish authorities made their exchange rate regime flexible gradually. As Figure 3
indicates, Poland also adopted a pre-announced crawling band for most of the 1990s, but the
band was widened to +15% in several steps. There were heavy central bank interventions
until 1997, which is also reflected in the relatively stable rate within the band, but since early
1998, the rate was allowed to move freely within the wide band. In April 2000, the band was

abolished and inflation targeting was introduced with a freely floating exchange rate.s

Hence, all three countries moved from an exchange rate targeting regime to an inflation
targeting system. These changes in monetary regimes definitely had an impact on the
monetary transmission mechanism. Estimation for a sample consisting of both the exchange
rate targeting and the inflation targeting regimes does not make sense with a fixed parameter
model. The longest homogeneous sample is available for the Czech Republic starting in

1998.6 In the cases of Poland and Hungary, the latest major regime change occurred in 2000

4 Figure 1 shows data starting in 1995; up to 1995 the width of the band was similarly narrow.
5 For more information on the exchange rate systems of these countries, see Darvas and Szapary (2008).

6 This has prompted Borys and Horvath (2008) to use fixed parameter models for the sample period of 1998-2006. However,

structural changes not related to changes in monetary policy regimes may have taken place during this period as well. Given



and 2001, respectively, but the band shift of the Hungarian forint in 2003 marked a minor or

sub-regime change and the move to a free float in 2008 also marks a change.” Therefore, the

sample periods since the last regime changes are too short for reliable fixed parameter

analyses, even if it is assumed that the linear approximation was correct and no structural

change have taken place.

3. TIME-VARYING COEFFICIENT VARS

This section discusses five issues related to our methodology: the type of the TVC-VAR,

la

3.

g length, shock identification, impulse response analysis and initial conditions.

1 SPECIFICATION

Three main types of TVC-VAR models have been proposed recent years:

1)

Parameters, treated as latent variables, assumed to follow random walks without drift and
the Kalman filter is used for estimation.® This technique was used e.g. in Cogley and
Sargent (2005), Primiceri (2005), Canova and Gambetti (2006), and Ciccarelli and
Rebucci (2006)9.

2) Parameters switch between regimes (back and forth) driven by a latent state variable

which follows a Markov switching process. This technique was used in e.g. Sims and Zha
(2006).

the still somewhat limited length of their sample, they decided to work at monthly frequency and interpolate GDP and output

gap figures that are available at the quarterly frequency. As they acknowledge, interpolation has some disadvantages.

7 The tiny 2% devaluation compared to the +15% width of the band in 2003 indicated that monetary authorities had changed
their preferences. Up to 2003, the exchange rate had been allowed to reach the strong edge of the band fuelled by high
interest rates and revaluation expectations. The devaluation signalled that the authorities did not want to allow a strong
nominal exchange rate anymore. In contrast, the abandonment of the exchange rate band in 2008 could have indicated that

inflation will receive more attention in the future.

8 See Hamilton, Chapter 13 for an excellent exposition of Kalman-filtering and the maximum likelihood estimation of the

parameters of a state-space system.

9 To be more precise, Ciccarelli and Rebucci (2006) did not use a VAR but adopted a two-stage approach. In the first stage
they measured monetary policy by estimating a system of reaction functions, and in the second stage they estimated output
equations using the first stage estimates of monetary policy. Consequently, they do not model exchange rates and inflation

rates.
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3) Parameters change from one regime to another smoothly (and permanently) in time; the
specification is the multivariate extension of the STAR (smooth transition threshold
autoregression) model. This technique was developed in He, Terisvirta and Gonzalez

(forthcoming).

In this paper we follow the papers indicated in the first group by assuming that reduced-
form VAR parameters follow driftless random walks and use the Kalman filter for estimation
and inference. The main reason for our choice is that the random walk specification is a
flexible model which can capture various time paths of the parameters resulting from policy
changes and structural changes in the economy. In contrast, the STAR-type time
specification assumes a particular path and a smooth transition between the beginning and
the end regime, which could be too restrictive. The Markov switching specification, on the
other hand, assumes a certain number of regimes having different (but fixed in time)
parameters and that the process switches back and forth between these regimes. Specifying a
limited number of states seems less attractive compared to the flexibility of the random walk
specification. Nonetheless, it would be interesting to apply the other two techniques as well in

a future work for the study of the transmission mechanism of the new member states.

A difference of our work to some of the papers highlighted in the first group is that we use

maximum likelihood estimation, while these papers adopted Bayesian techniques.

3.2 LAG LENGTH

A key issue in TVC-VAR analysis is the selection of the lag length. Larger lags require the
estimation of a large number of parameters, which is more difficult in a TVC than in a fixed
parameter setting. When the order of the VAR is just one, for a four variable VAR sixteen
TVCs need to be estimated when the VAR does not include an intercept. This implies sixteen
parameters; they are the standard errors of the innovations driving the parameters in the
state equations. There are four additional parameters in the measurement equations as well;
they are the standard errors of the innovations of the measurement equations. Hence, in a
VAR(1) without an intercept 20 parameters need to be estimated. We found that a VAR(1) is
not satisfactory: innovations in some (not all) equations were autocorrelated. Increasing the
order of VAR without any constraint would highly explode the number of parameters to be
estimated. Consequently, we adopt a certain type of restriction. Stock and Watson (2005),
who estimate fixed parameter factor-structural vector autoregression (FSVAR) for the G-7,
allow more lags only for the left-hand side variable and restrict the number of lags of all other

variables to one. We follow their approach to our TVC-VAR:

11



V| (45 5 08 A [V | (42 0 0 0 [V,
y2,t _ 2(1)t 2%)t Z%)t 2(411),t y2,tfl + 0 z(g)t 0 0 y2,t72
Yor | |#r Oy O 0 | Yar| | O 0 g O | Vaeo
Vool (42 #2302 Yar) [0 0 0 40| Ve,

0 0 0 [V [Va]

- 0 2(2"3 0 0 || Yauop N Vai

0 0 3$3pt) 0 y3,tf p V3,t

i 0 0 0 ﬁﬁ__ym—p_ _V4,t_

where Y, denote the variables included in the VAR, ¢J(,£“t) denote the time-varying parameters
to be estimated, and V;, denote the innovations.

(m)

With the random walk specification for ¢,

the TVC VAR above can be easily written in

a state-space representation and the Kalman-filter can be used to evaluate the likelihood
function. Following the maximum likelihood estimation the Kalman-filter can also be used to

infer the time-varying parameters.

3.3 IDENTIFICATION

A next issue is identification. Traditional identification, which usually takes the form of some

contemporaneous and/or long-run restrictions, has been severely criticized.
Contemporaneous restrictions have been criticized on the basis of being ad hoc, while long
run restrictions have been shown to entail large estimation error (e.g. in Faust and Leeper,
1997). A possible new way of identifying shocks is the recent sign restriction identification
method (e.g. Uhlig (2005), Canova and De Nicol6 (2002), and Peersman (2005)). Darvas
(2008) found that sign restrictions are more robust than long-run restrictions. Fry and Pagan
(2007) on the other hand highlight some drawbacks of the sign restriction methodology and
argue for the superiority of contemporaneous restrictions. Due to the inconclusiveness of the
debate over various identification techniques, in this paper we use standard
contemporaneous restrictions to identify structural shocks. We assume that monetary
disturbances do not affect output and prices contemporaneously (we use quarterly data), but

instantly affect the interest rate and the real exchange rate.
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3.4 IMPULSE RESPONSE ANALYSIS

The fourth issue is impulse response analysis. Since the model is nonlinear due to changing
parameters, no unique impulse response function is available, but we can attach an impulse
response function to each observation of the sample. Still, there are two possible ways to
proceed. One could use the parameter set of time t to calculate the impulse response function
for t, t+1, t+2, ..., or use the parameter set of time t, t+1, t+2, ..., that is, take into account

future parameter changes.

The first option answers the question “Given sample data up to time t, what would the
estimated transmission mechanism at time t have looked like?”«. The second one answers
the question “Given sample data up to now, what would the transmission mechanism of a
shock that hit at time t have been?” Obviously, at the last observation of the sample only the
first option can be used, at the last but one observation the second option can be used only
for one observation, and so on. We used the first option in the whole sample period. In
practice, we calculated the impulse responses as the difference between two simulations, a

baseline one and one with a shock at time t.

Impulse response functions are usually graphed to show the effects of a one standard
deviation shock. Since the volatility of monetary shocks vary across countries and we also aim
to compare the results across countries, we normalize the impulse response functions to

show the effects of a 100 basis point monetary policy shock.

3.5 INITIAL CONDITIONS

Since the time-varying parameters assumed to follow random walks, they do not have means
that could be used as initial conditions. For this reason we estimated a fixed parameter VAR,
equation by equation, with OLS for the first sixteen (effective) observations and used these
estimates to form initial conditions for the time varying parameters and their covariance
matrix. For example, the first equation (when the lag length is 1 and an intercept is not

included) is:

— 4D M () @
Yit =P Yiea TP Yor i TP Yara t ¢14 YaratVies

A

H — |20 20 20 ‘(1)] A
and let D, denote the estimated coefficient vector, that is, o, [¢11 ho by b . Let Q,

denote the OLS covariance matrix of this estimation. Let us denote the parameter estimates

10 Since parameters are assumed to follow driftless random walks, their forecasts are equal to their current values. We use
revised and not real time data and for this reason the question above is not equivalent to the question "What did monetary

authorities think that the transmission would be?"
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and their covariance matrices similarly (with different subscripts) for the other three

equations.

a, , the initial condition for the time-varying parameters is set to:
P 2 S N |
a(,:[d)l O, D, (134} .

P,, the initial condition for the covariance matrix of a, is set equal to the block diagonal

matrix formed from the OLS covariance matrices of the four equations:

where 0 indicates an appropriately sized (4x4 when the lag length is 1 and an intercept is not

included) null-matrix.

4. DATA

Our data set includes quarterly observations in the period from 1993Q1 to 2008Q2 for the
four standard endogenous variables that are typically used for monetary transmission VARs:

measures for output, price, interest rate and real exchange rate.

We use seasonally adjusted constant price GDP as a measure of output. The main data
source is Eurostat which publishes data since 1995. For the three new member states, data for
1993-94 were calculated using the method of Varpalotai (2003) that makes use of the
information in the available annual GDP figures and quarterly indicators, such as industrial
output, retail sales, etc. Euro area GDP data were linked to data from the OECD that are
available for 1993-94 as well.

For measuring prices we did not use the all items consumer price index, because it
includes many volatile items that are not much affected by monetary policy but introduce a
huge noise into consumer price statistics. Instead, we used the Eurostat measure “Overall
index excluding energy, food, alcohol and tobacco” (00XEFOOD) from the HICP database,
which is available for our full sample period for the euro area, but only since 1996 for the
NMS. For the earlier years we used the core inflation measure calculated by Darvas (2001)
that is based on aggregating detailed consumer price statistics from national statistical

offices. In the overlapping period for which both 00XEFOOD and the core inflation measure

14



of Darvas (2001) are available, the two series are highly similar for all countries studied. We

seasonally adjusted the resulting price level series with X12.

The interest rate we use is the three month interbank interest rate taken from the
Eurostat. Data for Hungary start in 1994 and for Poland in 1995, therefore, we augmented

these series using data from the central banks.

For the three CEEs, we calculated the real exchange rate against the euro area using the
core price level, while the CPI based real effective exchange rate was used for the euro area
(source: Eurostat). Real exchange rates are defined in a way that an increase indicates

appreciation and they are seasonally adjusted.
Output, price and the real exchange rate are included as logarithmic first differences

while interest rates are included as levels; to be more precise, as In(1+1i,). We have also

removed the mean of these series before estimating the TVC-VAR models and did not include

a separate intercept in the VAR.1

5. RESULTS

We allowed at most four lags in the VAR (using the approach described in Section 0) to limit
the number of parameters to be estimated. Furthermore, four lags can capture any
seasonality that may not removed well by the seasonal adjustment. Two lags for the euro
area, three lags for Hungary and four lags for the Czech Republic and Poland were suitable
based on tests for autocorrelation and normality of the innovations. Table 1 indicates that the
null hypothesis of normality can not be rejected for any of the innovations of Hungary and for
three of the four innovations of the euro area. Normality can be rejected at the five percent
significance level for two innovations of Poland and three innovations of the Czech Republic.
Hence, for these two countries the estimate can be regarded as quasi maximum likelihood
estimates. Table 2 shows that autocorrelation of innovations is generally not a problem. The
major exception is the third innovation of the Czech Republic and the first innovation of
Hungary, which have highly significant Box-Pierce statistics. The third innovation of the
Czech Republic also has largest Jearque-Bera statistic. As it can be seen from Figure 4, it is

likely due to the huge innovation of the interest rate equation in 1997 when the Czech koruna

11 To completely get rid of non-zero means, we removed the mean separately from the left and right hand side variables. For

example, when the lag length is two, the first wvariable and its lags were mean-removed as:
~ T v T-1
Yie = Yie — Z,=3 Y1,r/(T -2), Y1t = Y1 — ZT=2 Y1z /(I' -2), and

~ T-2 . .
Yite2 = Y12 — ZT:1 Vi, / (T - 2) , where T denotes the number of observations before taking lags.

15



was hit by a speculative attack and interest rates rose sharply. Consequently, for the euro-
area and Hungary the innovations well satisfy the key requirements needed for maximum
likelihood estimation, while some of them are violated in the cases of the Czech Republic and
Poland. This finding may be related to our result that estimations for the euro area and
Hungary proved to be rather robust to the selection of the lag length, as different lag lengths
did not alter much the shape of the impulse response functions. For Poland and the Czech
Republic, however, the shapes of the impulse response functions differed somewhat when
shorter lags were used, although the departures from normality and no-autocorrelation were

also more serious with shorter lags.

Due to the time varying parameters, impulse response functions also change from quarter
to quarter. In order to conserve space and to enhance the discussion of our results, we show
impulse response functions for four different dates of our sample, namely, for 1996Q1,

2000Q1, 2004Q1 and 2008Q2 in Figures 5, 6, 7 and 8.1

Figure 5 indicates that the output response to a monetary shock has declined in time in
the euro area. This finding is in line with the findings of both Ciccarelli and Rebucci (2006)
and Boivin, Giannoni and Mojon (2008). According to our calculations, while a 1 percentage
point monetary shock lowered the long-run level of output by about 1.1 percent in 1996, this
effect decreased monotonously in time to around -0.7 percent in 2008. For prices we got the
so called price puzzle result, that is, prices increase after a monetary contraction, although
this effect declined in time somewhat. The responses of the interest rate and the real
exchange rate did not change much in time, suggesting that structural changes occurred

mostly in the real economy.

Czech impulse responses in 1996Q1 were quite erratic, but became smoother later (Figure
6). It is noticeable that the real exchange rate did not respond to monetary shocks in 1996Q1,
when the exchange rate was indeed fixed (see Section 0), but responded in later years when
the exchange rate was floating. Among the dates shown in Figure 6, the largest responses can
be observed in 2000Q1 on all variables, while the effects declined since then.

The price-puzzle finding, that characterized the results up to 2004, has disappeared by

12 The impulse responses were calculated on the basis of the time-varying parameters derived from the Kalman-smoother.

13 The price puzzle result is a general finding of many monetary VARs. The standard approach to get rid of this result,
following a suggestion by Sims (1992), was to include commodity prices in the VAR as an indicator of future inflation. Hanson
(2004), however, argues that the ability of commodity prices to mitigate the price puzzle may be due to an information
channel — commodity prices respond more quickly than aggregate goods prices to future inflationary pressures — rather than
serving as a proxy for marginal costs. We did not experiment with the inclusion of commodity prices or other approaches to
get rid of the price puzzle because such extensions could further boost the number of time varying parameters to be

estimated.
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2008.14 Hence, all impulse responses change in time for the Czech Republic underlining the

need for time-varying parameter analysis.

In Hungary monetary disturbances had only a tiny effect on output in the period 1996-
2004, while the effects increased somewhat by 2008 (Figure 7), but still the lowest among the
countries studied as we will discuss later. The price-puzzle was a strong feature of the results
in 1996 but it largely diminished in later years. The real exchange rate depreciated after a

monetary shock, but the magnitude of the depreciation declined sharply by 2008.

Monetary policy became more effective in Poland as it is shown by Figure 8. The long run
effect of a 1 percentage point monetary shock has increased from around -0.15 percent in
1996 and 2000 to around -0.65 percent by 2008. Parallel with this development, the
otherwise negligible price puzzle in 1996 has diminished and our results indicate that a
monetary shock had a sizable downward effect on prices in 2004 and 2008. It is also
interesting to note that while the real exchange rate did not respond much to a monetary
shock in 1996Q1 and had a small response in 2000Q1, the effect became sizable in 2004Q1
and 2008Q2. These results are in line with the evolution of the exchange rate regime
described in Section 0, since the exchange rate was tightly managed in 1996 and gradually

made flexible until April 2000 when a free floating was introduced.

Consequently, output response became weaker in the euro area and stronger in Hungary
and Poland monotonously in time, while the time profile of change is not monotonous in the

Czech Republic (though, the effect was stronger in 2008 than in 1996).

Figure 9 compares output responses in each of the three NMS with that of the euro area
at the last observation of our sample, normalized, again, to a 1 percentage point monetary
shock. In the three NMS, monetary policy is least effective in Hungary and most effective in
Poland, while its effect in the Czech Republic is in between. The strength of the Polish
response is comparable to that of the euro area. However, the time profile of the response is
somewhat different for Poland and the euro area, since the long run effect is practically
reached in one year for Poland, while the response of the euro area is more sluggish and the

long run effect is reached at around two and a half years after the shock.

14 Using fixed parameter models for the sample period 1998-2006, Borys and Horvéath (2008) do not find a price puzzle for
the Czech Republic.
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6. DISCUSSION

We suggest three possible explanations for these results: the credibility of monetary policy,

openness, and the share of foreign currency loans.

As discussed in Section 2, Hungarian monetary policy adopted a crawling peg regime
from 1995 to 2001. The approach of the central bank was to tightly manage the exchange rate
in order to gradually decrease inflation without risking large trade imbalances, which was, by
the way, a rather successful strategy for achieving these goals.s While the widening of the
band and the shift to inflation targeting in 2001 indicated a change in policy preferences, the
tiny devaluation of the wide band in 2003 was a sign of a possible return to the former
regime, largely weakening the credibility of the claim that pure inflation targeting is done.
Largely as a consequence of policy preferences, inflation was higher in Hungary than both in
the Czech Republic and Poland in every year between 1995 and 2008. These factors could
have contributed to the low credibility of central bank policy might, which might result in the
low market response to monetary actions. The finding that response increased somewhat by
2008 (Figure 7) could indicate that the credibility of monetary policy has increased
somewhat by 2008. By learning from the consequences of the 2003 exchange rate band

devaluation central bank communication and actions were more focused on inflation.

Poland, on the other hand, adopted a very tight monetary policy even in an economic
downturn. This could have contributed to the high credibility of monetary actions: market
participants learned that policy was strict and resolute. Credibility of Czech monetary policy
could have been in between of Hungary and Poland. The Czech central bank did not adopt
such an aggressive monetary policy as Poland around the turn of the millennium but
nonetheless it was quite successful since the average inflation was the lowest among the three

new member states in our sample period.

Openness could also explain the differences: the Czech Republic and Hungary are rather
open, while Poland is fairly closed. In more open economies output developments depend
more on the foreign business cycle than in less open economies. This feature could mitigate
the effects of domestic monetary policy. Furthermore, the share of foreign currency loans in
total loans was much higher in Hungary, both for households and non-financial corporations
(see Darvas and Szapary, 2008), than in the Czech Republic and Poland, which highly

constrains the effectiveness of domestic monetary policy.

15 See more details in Szapary and Jakab (1998).

16 Regarding three month interbank interest rates and all items consumer price indices, the average real interest rate in

Poland was 7.5 percent during 1997-2003, while it was 2.8 percent in Hungary and 3.3 percent in the Czech Republic.
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7. SUMMARY

This paper studied the transmission of monetary policy in three new members states of the
EU with structural time-varying coefficient VARs in comparison with that in the euro area. In
line with the Lucas Critique, reduced-form models, like standard VARs, are not invariant to
changes in policy regimes. Many of the new Member States have experienced changes in
monetary policy regimes, which call for the use of a time-varying parameter analysis.
Furthermore, in addition to policy changes these countries went through substantial
structural changes. More generally, since most of the empirical models, including VARs, are
linear models, their parameters can change even if the underlying structural model has

constant parameters but it is nonlinear.

Our results indicate that some parameters change significantly altering the shape of the
impulse response functions. The response of output to a monetary shock has changed in the
euro area as well as in the Czech Republic, Hungary and Poland. Output response became
weaker in the euro area, well in line with the findings of Ciccarelli and Rebucci (2006) and
Boivin, Giannoni and Mojon (2008). Output response became stronger in Hungary and
Poland monotonously in time, while the time profile of change is not monotonous in the
Czech Republic (though the effect was stronger in 2008 than in 1996). At the last observation
of our sample, the second quarter of 2008, among the three countries studied, monetary
policy was the most powerful in Poland and comparable in strength to that in the euro area
(though with a different time profile) and was the least powerful in Hungary, while the
strength of monetary policy in the Czech Republic lied in between. We explained these
differences by the credibility of monetary policy, openness and the share of foreign currency
loans: the effect of monetary policy on output is small in countries that are highly open, have

a high share of foreign currency loans, and whose central bank is regarded less credible.
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1 January 1994 to 30 June 2008
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Nominal Exchange Rate of the Polish Zloty
1 February 1995 to 30 June 2008
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Figure 4
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Czech Republic: Impulse response functions at different dates

Output growth response to a monetary shock
0.4 T T T T T T T

N 7 — 1996Q1
oal N / — — 2000Q1
Se Ve === 2004Q1
— -
esesese 2008Q2
0.6 . . . . . n n
0 2 4 3 8 10 12 14 16
Quarters
Inflation response to a monetary shock
0.08 . - - - - - T
0.06 | — 1996Q1 ||
= = 2000Q1
0.04 | - 2004Q1 |4
esesese 2008Q2
0.02

—0.02

—0.04

—0.06

—0.08

4 6 8

Quarters

—0.10

response to a monetary shock

1.0 T T T T T T T
— 1996Q1
0.8 - = 2000Q1 [
=== 2004Q1
0.6} 2008Q2 H

Quarters

Real exchange rate change response to
0.3 T - - T T T

— 1996Q1
- = 2000Q1 ]
2004Q1

2008Q2

0.2

0.1

—0.0

-0.1

-0.2

-0.3

0 2 4 6 8

—0.4

Quarters

24

a mon.shock

Percent

Percent

Percent

Qutput level response to a monetary shock

Q0.5 T T T T T T T
0.0 \/\/W
-0.5}1 I
1.0}
-her — 1996Q1 ]
- = 2000Q1
—2or 200401 ]
sl seeesee 20080Q2 | |
30} S ==
-3.5 . . . . . . .
0 2 4 6 8 10 12 14 16
Quarters
Price level response to a monetary shock
0.4 T T T T T
— 1996Q1 /,———-————~~,
03| == 200001 | |
=== 2004Q1

-0.2

R
-0.0

-0.2
-0.4
-0.6

-0.8

0 2 4 6 8 10 12 14 16
Quarters
eal exchange rate level response to a mon.shock
| — 190601 |]
F - = 2000Q1 |
=== 2004Q1
[ eeeseee 2008Q2 |7
L R
\—————
0 2 4 6 8 10 12 14 16

Quarters

Figure 6



Percent

Percent

Percent

Percent

Hungary: Impulse response functions at different dates
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Poland: Impulse response functions at different dates
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Figure 9
Output growth and level response to a monetary shock at 2008Q2
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Jarque-Bera normality test for innovations

Euro area Czech Rep. Hungary Poland
Vi 0.5 57.4 0.8 67.9
(0.785) (0.000) (0.678) (0.000)
Vai 0.9 88.1 4.3 14.5
(0.627) (0.000) (0.114) (0.001)
Var 3.4 521.0 1.2 5.5
(0.184) (0.000) (0.561) (0.063)
Vay 11.1 1.1 0.0 4.0
(0.004) (0.588) (0.984) (0.136)

Note. P-values in parentheses.

Table 1

Table 2
Box-Pierce autocorrelation test for innovations
Euro area Czech Rep. Hungary Poland
Vit 4.8 8.6 24.8 10.6
(0.566) (0.197) (0.001) (0.101)
Var 4.9 4.0 5.3 4.5
(0.562) (0.683) (0.502) (0.607)
Var 6.4 22.5 10.2 9.9
(0.382) (0.001) (0.118) (0.127)
Vay 12.3 2.8 9.1 1.2
(0.055) (0.839) (0.167) (0.977)

Note. P-values in parentheses.
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