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Extended abstract

Electronic technology has created new forms of markets that involve large numbers of
agents who interact in real time at virtually no cost. These markets are larger, more
decentralised, and more differentiated than traditional market institutions. Interactions
are driven by repeated online participation over extended periods of time without public
announcements of bids, offers, or realized prices. Even after many encounters, agents
may learn little or nothing about the others’ preferences and past actions. Our goal
is to construct a dynamic model that incorporates these features, and to explore its
convergence and welfare properties. We see this as a first step toward developing a better
understanding of how such markets operate, and how they might be more effectively
designed.

We shall be particularly interested in bilateral markets where agents on each side of
the market submit “demands” and are matched provided that their demands are mu-
tually compatible. Examples include online platforms for matching buyers and sellers
of goods, for matching workers and firms, and for matching hotels with hotel clients.
These matching markets have traditionally been analyzed using game-theoretic methods
(Gale & Shapley [1962], Shapley & Shubik [1972], Roth & Sotomayor [1990]). In much of
this literature, however, it is assumed that agents submit preference menus to a central
authority, which then employs a suitably designed algorithm to match them. The model
we propose here is different in character: agents submit bids that are conditional on the
characteristics of those with whom they are matched, and the only role of the central
authority (matchmaker) is to create a compatible (not necessarily optimal) set of matches
at each point in time. There is no presumption that agents (or the matchmaker) know
anything about the preferences of the others, or that they can deduce such information
from prior rounds. Instead agents employ a trial-and-error learning model: matched
agents occasionally probe higher demands to see if they can “get away with it”, while un-
matched agents lower their demands incrementally in the hope of attracting partners. We
show that over time this process leads to core outcomes. Moreover, within each matched
pair there is a probabilistic bias towards an equitable division of the surplus, that is, the
process is more likely to yield outcomes in which the surplus is split as evenly as possible
subject to the core constraints than it is to produce highly unequal divisions.

There are three basic elements to our learning procedure. First, behaviour aims to satisfy
momentary personal aspirations based on trial and error: agents occasionally explore if
alternative actions could lead to higher payoffs and abandon actions that result in worse
positions quickly. Second, upward and downward adjustments are made locally and in
small increments. Third, demands are sticky: players are more likely to adjust demands
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downwards the higher their aspiration.

To the best of our knowledge there is no previous work on dynamic learning models
applied to decentralized matching markets. However, there is a sizeable literature on
matching algorithms that grows out of the seminal paper by Gale & Shapley [1962]. In
this approach agents submit preferences for being matched with agents on the other side
of the market, and a central clearing house matches them in a way that yields a core
outcome (provided that the reports are truthful).1 These algorithms have been success-
fully applied in situations where agents engage in a formal application process, such as
students applying for admission to universities, or doctors to hospital residencies.2

In the present paper, by contrast, we consider situations where the market is fluid and
decentralized. Agents are matched and rematched over time, and the information they
submit takes the form of prices rather than preferences. We shall show that even when
agents have minimal amounts of information and use very simple price adjustment rules,
the market evolves towards core outcomes.

This result fits into a growing literature showing how cooperative game solutions can be
understood as outcomes of a dynamic learning process (Agastya [1997], [1999]; Arnold &
Schwalbe [2002], Rozen [2010a], [2010b]; Newton [2010], [2011]). We shall briefly outline
Newton’s approach here; the others are similar in spirit. In each period a player is selected
at random and he or she demands a share of the surplus from some targeted coalition of
players. He chooses a demand that amounts to a best reply to the expected demands of
the others in the coalition, where his expectations are based on a random sample of the
other players’ past demands. In fact he chooses a best reply with probability close to one,
but with small probability he may make some other demand. This noisy best response
process leads to a Markov chain whose ergodic distribution can be characterized using the
theory of large deviations. Newton shows that, subject to various regularity conditions,
this process converges to a core allocation in games that possess a nonempty interior
core. Moreover, under a suitable specification of the error distribution, the stochastically
stable outcomes maximize a Rawlsian (maximin) welfare function subject to the core
constraints.

How would this type of process operate in the matching markets described earlier? Each
agent would know the identities of the agents on the other side of the market and would
form expectations about their current demands from a random sample of their previous
demands. This presumes much more information than would typically be available in an
online matching market. Moreover, to obtain core convergence Newton needs to assume
that the cooperative game has a nonempty interior core. Unfortunately this condition
does not hold for matching games, because the value of the grand coalition is simply the
disjoint sum of the values of an optimal set of matched pairs, hence the core constraints
will hold as equalities for some of the subcoalitions as well as for the grand coalition.

The approach we take requires much less information on the part of the agents, and it

1See Demange & Gale [1985], Demange, Gale & Sotomayor [1986] for examples of such clearing
mechanisms. See Shimer [2005], Elliott [2010], [2011] for models with costly search.

2See, for example, Roth [1984] for a discussion of the medical resident market in the US and the
National Residency Matching Program.
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employs a näıve adjustment rule that is akin to reinforcement learning (Bush & Mosteller
[1955]). Specifically we shall assume that: (1) players do not know anything about the
identities or past behaviour of other participants in the market, and (2) their learning
procedures are completely uncoupled, that is, they are a function only of their own
realized payoffs. In particular, players do not attempt to choose best replies to the others’
strategies; they simply experiment to see whether they might be able to do better. Rules
of this type have a long history in the psychology literature (Thorndike [1898], Hoppe
[1931], Estes [1950], Herrnstein [1961]). Furthermore it has recently been shown that there
are families of such rules that lead to equilibrium behaviour in generic noncooperative
games (Karandikar, Mookherjee, Ray & Vega-Redondo [1998], Foster & Young [2006],
Germano & Lugosi [2007], Marden, Young, Arslan & Shamma [2009], Young [2009],
Pradelski & Young [2010]).

This framework has not previously been used to study learning dynamics in cooperative
games.3 It seems especially well-suited to modelling behaviour in large decentralized
markets, where agents have little information about the overall game and the identity
of the other market participants. Here we shall restrict our attention to the analysis
of learning dynamics in matching (assignment) games, which constitute a particularly
important class in practice.
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